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A mobile robot tollows a target person in Monte Carlo Tree Search e Comparing performance in the presence
front of him/her while avoiding obstacles > Inputs: and absence of obstacles
; e Human’s traj prediction tor 3 seconds, . : : :
and occlusions. o An occupancy map of the environment. e Timing is shown with rainbow color
>  Expands a tree to find a best goal point for 0 Purple shows the first time step
Application: the next 3 sec. o Red shows the last time step

> (Considers robot and human’s current and
future poses as the nodes of the tree,

> Assigns the value of (-1) to a node when
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e (Capturing physical activities occlusion or collision happens left to avoid
> The value of (1) means that the robot 1s 1n occlusion.
front of the human,
> Selects a leat node with the highest value as
; w— ) = a goal point.
- # | >  Updates the goal point each 8t = 0.5 sec U-shape:
‘ . The robot changed
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. avoid occlusion at
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O 1n front of a target person
6 avoid collisions and occlusions and helps MCTS to evaluate each node,
o A high_level decision_making > Receilves a hlgh@f reward 1f 1t Stays 1n front
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